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DREAM RESOLUTION AND PRINCIPALIZATION I: ENOUGH

DERIVATIONS

MICHAEL TEMKIN

Abstract. This is a first paper in a project on extending the dream princi-
palization and resolution methods of [ATW24], [McQ20] and [Que22] to quasi-

excellent, logarithmic and relative settings. We show that the main results of
[ATW24] extend to regular schemes with enough derivations and are functo-
rial with respect to all regular morphisms. This is already strong enough to
formally imply that the same results hold in other categories, such as complex
and p-adic analytic spaces. Our method has many common points with that of
[ATW24], but the accent is now shifted towards the study of weighted centers
and their coordinate presentations. Not only we hope that this is a bit simpler
and more conceptual, this method will be easily applied in the logarithmic and
relative settings in the sequel.

1. Introduction

1.1. Background and motivation.

1.1.1. Some recent developments. Much recent progress in resolution of singularities
in characteristic zero is related to extending the classical setting in few aspects:

(0) Quasi-excellent schemes and other categories. Some (but not all) resolution
results were extended to qe schemes by a black box method, e.g. see [Tem12]. First
one establishes the case of formal varieties via deep algebraization results, such
as Elkik’s theory, and then induction on codimension (or a localization method
which was used already by Hironaka) allows to deduce the general qe case at cost of
producing a more complicated algorithm (even for varieties), see [Tem12, Section 4].
In [Tem11] an alternative to the first step was suggested – almost all classical proofs
that work for varieties apply (with minimal changes) to arbitrary schemes with
enough derivations. This covers formal varieties (as well as analytic spaces) and
allows to eliminate the subtle algebraization step. Unfortunately, this approach was
never worked out in detail, and the only paper where is was applied is [ATW20b],
where the context is much more general and complicated.

(1) Logarithmic and relative settings. One can work with log schemes instead of
schemes, see [ATW20a], which allows to encode the boundary in a conceptual way
and becomes absolutely critical in order to prove functorial semistable reduction
(or relative resolution) theorems, see [ATW20b].
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(2) Dream algorithms. One can allow more basic (quasi) blowing up operations,
than just blowing up smooth centers. Already in the case of log schemes, in addi-
tion to blowing up submonomial centers one has to allow certain weighted centers
or root stack constructions, resulting in non-representable modifications. Full log
smooth functoriality cannot be achieved without it, see [ATW20a]. However, the
full strength of weighted centers was explored later in [McQ20] and [ATW24], where
a simple memoryless (or dream) algorithm was constructed for schemes. Although
the resolution in the end is the same, [ATW24] uses basic maximal contacts theory
and only studies varieties, while [McQ20] uses a more explicit language of filtrations
and applies to arbitrary qe schemes.

(3) Combinations. The dream algorithm should extend to logarithmic and rel-
ative settings. So far, the first step was done in [Que22] by constructing a dream
resolution for log varieties.

1.1.2. Goals of the project. This paper originated in my joint project with G. Papas,
whose original goal was to extend the results of [ATW20b] to singular base log
schemes, including the standard log point and its non-reduced Kummer covers,
and to establish a dream algorithm in this setting, thereby extending the results
of [Que22] to the largest generality. In this situation one cannot work with Q-
ideals and usual blowings up and one of the main new ingredients we introduce in
our work in progress are new types of modifications combining properties of usual
blowings up and log blowings up. It became apparent that it will be convenient (if
not necessary) to adjust the methods of [ATW24] and [Que22], rethink the notion
of canonical centers, etc., so we decided to split the project into pieces. In addition,
it turned out that the new method combined with some additional ideas can deal
with the general qe case as well, so this was added as one of the goals of the project.
Finally, there is also a goal of simplifying the method, popularizing it and making
more accessible for a wider audience. Publishing our paper [ATW24] took four years
and it was rejected thrice, which indicates that we failed to explain the results, the
method and their significance properly.

For these reasons, we decided to split the current project into a series of papers
so that each of them focuses on just a few aspects, and start with papers which do
not use log geometry and involve a minimal amount of stack-theoretic issues. The
current paper is devoted to extending the theory of canonical centers and dream
principalization from [ATW24] to schemes (or stacks) with enough derivations. We
reorganize proofs and terminology, but the main moving force is the same – a basic
maximal contact theory and derivations. Schemes with enough derivations provide
the largest generality in which these methods work. In the second paper we will
use these results and a certain descent and a spreading out procedures to generalize
them to arbitrary qe schemes. This will involve new techniques – Tschirnhaus
coordinates and tubes. In the third paper we will extend the techniques of the first
two to the logarithmic context, and the last paper of the project will be devoted to
the most general case – the relative case with an arbitrary base.

1.2. Overview of the paper.

1.2.1. Main results. The main goal of this paper is to construct the theory of canon-
ical centers associated to ideals on regular schemes with enough derivations. The
main results are that such an ideal I ⊆ OX is contained in a unique weighted center
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J = [td11 , . . . ,t
dn
n ] such that the invariant (d, V (J )) of J is maximal possible. Fur-

thermore, this canonical center is compatible with any regular morphism X ′ → X
and blowing it up with an appropriate regularizing root construction one obtains a
principal transform I ′ of I whose canonical center has a smaller multiorder d′ < d.
These two results will be essentially used in the sequel [Tem] in the proof of their
generalization to qe schemes.

As an application one can easily obtain dream principalization and resolution
algorithms on schemes and other geometric spaces with enough derivations. This
is a standard reduction, which is only briefly outlined in the paper because these
applications will not be used in [Tem], but will be subsumed there.

1.2.2. The method. At first glance the claim about existence of the maximal I-
admissible weighted center looks very natural and one might expect that it should
be easily accessible. Here are two warning marks: (1) this fails in positive charac-
teristic, for example, due to an example by W lodarczyk: if X = Spec(F2[x, y, z]),
then the Whitney umbrella V (x2 +y2z) has multiorder (2, 3, 3) at each closed point
of the z-axis and multiorder (2, 2) at the generic point, (2) this fails at non-excellent
regular local rings (whose completion is not regular over them) because there is no
resolution theory over them. This indicates that no robust elementary proof exists,
and it is non-surprising that derivations and a simplest form of the theory of max-
imal contact and coefficients ideals shows up. As usual, one achieves induction on
dimension by restricting the coefficients ideal of I onto a hypersurface of maximal
contact, and the main issue is to prove independence of the maximal contact. The
latter is done by coordinate changes which replace the maximal contact but keep
the canonical center.

The approach of [ATW24] essentially uses homogenization of coefficients ideals,
analogously to W lodarczyk’s approach in the classical resolution. The main simplifi-
cation line of the current paper, which was also motivated by an idea of W lodarczyk
on Rees algebras of the canonical ideal, is to apply a sequence of operations which
increase ideals, preserve inclusions but keep weighted centers unchanged. If we
manage to increase I by such operations getting a center J , then the latter is
automatically the canonical center of I. The first such operation just replaces I
with the coefficients ideal, the next one similarly increases the restriction of I onto
a maximal contact, etc. Thus, though the sequence of operations depends on the
choice of maximal contacts the center we obtain in the end is canonical on the nose.

A complementary point of view is that the new method does most of the work
with changes of coordinates on the level of centers only. In a sense the main point
is to develop the theory of maximal contact and coefficients ideals for weighted
centers, which are ideals (or Q-ideals) of a very special shape. Studying them is
a small nice problem which can be assigned as a good undergraduate project, and
these theories just reduce to describing possible presentations of weighted centers in
the form J = [td]. So, to large extent the accent shifts to the elementary question
of studying weighted centers themselves, and this theme will persist in the sequel
papers in all other contexts – qe, logarithmic, relative.

1.2.3. Weighted centers. We conclude the introduction with a brief overview of
the paper. Section 2 is devoted to studying the centers and blowings up along
them, We decided to choose the formalism of Q-ideals defined by formal roots of
integrally closed ideals, see §2.2. This provides both a shortest route and a sufficient
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intuition. In [Tem] we will even show that, in fact, a canonical center is always an
actual ideal (though di can be non-integral), but this is not essential in this paper,
so we postpone studying this question. Our approach fits the definition of weighted
blowings up in §2.4, where we simply blow up the appropriate power of the ideal and
then apply the normalized root stack construction along the exceptional divisor.

The main results of Section 2 are in §2.3, where we study weighted centers on
regular schemes and prove that the multiorder d = (d1, . . . ,dn) is an invariant of
a weighted center J = [td], any element t ∈ J of minimal order can be chosen as
the first coordinate in a presentation of J , and other coordinates can be lifted in
any way from a presentation of the restricted center J |V (t), see Theorem 2.3.11.
This theorem and Lemma 2.3.14 about derivations exhaust the theory of centers
and their presentations we need.

1.2.4. Canonical centers. The theory of canonical centers is developed in Section 3.
We start with recalling generalities about derivations, maximal contacts and coeffi-
cients ideals in §3.1, §3.2. The only non-standard result is a simple key Lemma 3.2.9
which expresses I-admissibility of a center in terms of the coefficients ideal restricted
to a maximal contact. Existence of canonical center is deduced in Theorem 3.3.15
by a straightforward induction. In the same way, we prove in Theorem 3.4.4 that
the multiorder drops after blowing up the canonical center. This time we also use
Lemma 3.4.2 which provides a control on transform of derivations and coefficients
ideals via a classical computation. We conclude the paper with a brief discussion
of applications in §3.5.

Finally, let us explain the choice of terminology. Our definitions apply to arbi-
trary regular schemes rather than those with enough derivations. In particular, this
is needed in order to include the general qe case that will be studied in [Tem]. In
such generality, a maximal I-admissible center does not have to exist and if exists
it is not clear if it behaves well, commutes with localizations, etc. We by-pass this
by imposing the universal maximality condition in the definition of canonical cen-
ters, where universality is with respect to arbitrary regular morphisms (including
localizations). This does not affect the outcome, as our functoriality results are
with respect to arbitrary regular morphisms.

1.3. Conventiones. All schemes in this paper are assumed to be noetherian of
characteristic zero and we only mention this assumption in the formulations of main
results. We use underlines to denote tuples: d = (d1, . . . ,dn), td = (td11 , . . . ,t

dn
n ),

etc. For shortness, by an element of a sheaf we always mean a global section:
f ∈ OX is a regular function on X , ∂ ∈ DX is a global derivation OX → OX , etc.
Given an ideal I ⊆ OX on X we denote the corresponding closed subscheme by
VX(I) = SpecX(OX/I) or simply by V (I). When no confusion is possible this can
also refer to the underlying closed set. The normalization of a reduced scheme X
will be denoted Xnor. For an ideal I on X by Inor we denote the integral closure of

I. We will often use the notation X̂x = Spec(Ôx) to denote the formal completion
of a scheme X at a point x.

2. Weighted centers

In this section we introduce and study weighted centers on regular schemes.
They are very simple objects given by explicit equations. The only a bit subtle
question is about the choice of a formalism because in general such centers are
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rational powers of ideals. We choose the formalism of Q-ideals and think that it is
the most elementary one. This puts under the rug another a bit subtle point – even
when the center J = [td11 , . . . ,t

dn
n ] is an ordinary ideal J = (J ), the numbers di do

not have to be integral (though they satisfy some restrictions on denominators), and

even when di are integral the simplest description of the ideal J = (td11 , . . . ,t
dn
n )nor

involves integral closure.

2.1. Regularity.

2.1.1. Regularity and parameters. A schemeX is regular if all local rings are regular.
A morphism is regular is it is flat and its fibers are geometrically regular. With
the characteristic zero assumption, the word “geometric” can be omitted, absolute

regularity just means regularity over Q, locally such schemes are described as Ôx =
kJtK, where k = k(x) and t1, . . . ,tn is a regular family of parameters. If f : Y → X
is a regular morphism taking y ∈ Y to x, then formally locally f can be described

as Ôy = lJt, sK, where l = k(y).
If X is regular, then a closed subscheme Y →֒ X is regular of codimension d if

and only if locally Y is of the form V = V (t1, . . . ,td) and t1, . . . ,td form a partial
family of regular parameters along V (i.e. at any point of V ).

2.1.2. Lifting parameters. If f : Y → X is a regular morphism and X ′ →֒ X is a
regular closed subscheme, then its pullback Y ′ = X ′×X Y is regular. In particular,
the pullback of a partial family of regular parameters on X is again a partial family
of regular parameters on Y .

Lemma 2.1.3. If f : Y → X is a morphism of schemes of characteristic zero which

is regular at y ∈ Y and x = f(y), then the homomorphism Ôx → Ôy is regular.

Proof. Choose a regular family of parameters t1, . . . ,tn ∈ Ox and elements s1, . . . ,sm,
which restrict to a regular family of parameters of the fiber Oy/mxOy of f at y.
Then (t, s) is a regular family of parameters of Oy and hence also of its completion,

and we have that Ôx = k(x)JtK and Ôx = k(y)Jt, sK, making the claim obvious. �

Note that the claim of the lemma holds without the assumption on the charac-
teristic, but the argument is a bit more involved. The opposite implication holds
if the completion homomorphisms are regular, e.g. the schemes are qe, but fails in
general.

2.1.4. The order. The order of I at a point x ∈ X is the maximal number d
such that Ix ⊆ md

x. By convention, ord(0) = ∞. We define the global order by
ordX(I) = maxx∈X ordx(I) and the order function ordI : X → N ∪ {∞} which
sends x to ordx(I).

Lemma 2.1.5. Let x be a regular scheme, I an ideal, and x ∈ X a point with

Ôx = kJt1, . . . ,tnK. Then

(i) ordx(I) = ordx(Ix) = ordx(Îx) and this is the minimal number such that

there exists f ∈ I whose decomposition in Ôx contains a non-zero monomial ctd of
degree d = d1 + · · · + dn.

(ii) Functoriality: if f : X ′ → X is a regular morphism, then ordI′ = ordI ◦ f .
Proof. The first claim is obvious and the second one easily follows from the formal
local description of regular morphism in §2.1.1 and Lemma 2.1.3. �
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2.2. Q-ideals.

2.2.1. The definition. Informally speaking, a Q-ideal on a normal scheme X is a
rational power of an ideal. There are a few equivalent ways to formalize this,
and we choose the following one: a Q-ideal is a formal rational power [I]a, where
a ∈ Q≥0 and [I] is the equivalence class of ideals that have the same integral
closure. In particular, one can simply identify the equivalence class [I] with the
integral closure Inor. By definition [I]a = [J ]b if [Ian] = [Jbn] for n such that
an, bn ∈ N. In particular, [I]m/n = [Im]1/n so one can always choose a of the
form 1/n. Multiplication, summation and inclusion of ideals are compatible with
integral closures, hence descend to the set of equivalence classes and then extend
to Q-ideals as follows: [I]1/n + [J ]1/m = [Im + Jn]1/mn, [I]1/n[J ]1/m = [ImJn]1/mn

and I ⊆ J if and only if I + J = J .
Any ideal I can be viewed as a Q-ideal [I]. In particular, we will use the notation

[t1, . . . ,tm] to denote the Q-ideal generated by t1, . . . ,tm ∈ OX , and, more generally,
use the notation [tai1 , . . . ,t

am
m ] with ai ∈ 1

nN to denote the ideal [tna11 , . . . ,tnamm ]1/n.
Of course, this is consistent with the usual notations for ideals, namely, [tai1 , . . . ,t

am
m ]

is indeed the sum of ideals [taii ] = [ti]
ai . Conversely, any Q-ideal I can be rounded

to an ideal (I) = I ∩ OX , which is the maximal ordinary ideal contained in J .
Of course (J ) is integrally closed. We say that a Q-ideal I is an ordinary ideal
if I = [J ] for an ideal J , and this happens if and only if I = [(I)], that is, I is
generated by its rounding.

Remark 2.2.2. (i) In fact, Q-ideals just provide a formalization of objects widely
used in resolution of singularities: Hironaka’s idealistic exponents or marked ideals
(I, a). The operations on them match the operations on marked ideals. Also, it
seems that such objects were considered in commutative algebra for completely
different motivation.

(ii) It is easy to see that passing to the equivalence classes of ideals one obtains
a cancellative monoid and the monoid of Q-ideals is its divisible hull.

(iii) One can also realize Q-ideals as certain ideals in the topology generated by
blowings up and finite covers or just in the h-topology. In particular, passing to the
h-topology identifies all ideals with the same integral closure and makes the monoid
of ideals divisible, though there are h-ideals which are not Q-ideals. We will not use
this approach, but it may serve as an additional source of intuition. In particular, it
conceptually explains the meaning of operations on Q-ideals (just sum and product
of h-ideals), and the rounding (I) of a Q-ideal I is just the pushforward of I under
the restriction of sites Xh → XZar.

2.2.3. Support of a Q-ideal. Of course one can formalize the vanishing locus V (J )
as a sort of Q-subscheme, and this is a good source of intuition, e.g. V (J ) →֒ V (J ′)
if and only if J ⊆ J ′, but we will only need the set-theoretic version. So we just
set V (J ) = |V (I)|, where I is any representative of any power J N , which is an
ideal.

2.2.4. Pullbacks. If X ′ → X is a morphism with a normal source, then equivalence
is preserved by pulling back ideals, hence we can define the pullback of a Q-ideal
J = [I]a on X to be J ′ = [IOX′ ]a. Naturally, we will use the suggestive for-
mal notation J ′ = JOX′ . Pullbacks are compatible with taking positive rational
powers of Q-ideals.
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2.2.5. Valuation functions. Let I = [I]d be a Q-ideal. We will use the suggestive
notation xa ∈ I if [x]a ⊆ I. This happens if and only if xna ∈ (Ind)nor for some,
and then any, n such that na and nd are integral. Now we define the valuation
function induced by I as follows: νI(f) is the supremum of the set of all numbers
a ∈ Q≥0 such that f ∈ Ia. In particular, (I) is just the set of elements of valuation
at least 1.

By convention, νI(f) = ∞ if f ∈ Ia for any a and the set of all such elements f
is an ideal called the kernel of νI . In fact, νI(f) = ∞ if and only if f vanishes on
each connected component X ′ ⊆ X such that J |X′ 6= OX′ .

2.2.6. Local valuation function. By νI,x(f) := νIx(f) we denote the local valuation
of f at a point x. Clearly, νI(f) = minx∈X νI,x(f).

2.2.7. Properties of valuation functions. The valuation function is power multi-
plicative in both arguments: νI(fa) = aνI(f) and νIa = a−1νI . Also, it satisfies
the strong triangle inequality νI(a + b) ≥ min(νI(a), νI(b)) and is submultiplica-
tive: νI(ab) ≥ νI(a) + νI(b). In particular, νI is a usual semivaluation (resp. a
valuation) if the latter inequality is an equality (resp. and the kernel is trivial).

2.3. Weighted centers.

2.3.1. Centers and local presentations. By a weighted center or simply a center on
a regular scheme X we mean a Q-ideal J such that there exists a (non-strictly)
increasing tuple d = (d1, . . . ,dn) of positive rational numbers such that locally at

any point x ∈ V (J ) there exists a local presentation of the form Jx = [td11 , . . . ,t
dn
n ] =

[td] given by an appropriate choice of a partial family of regular parameters at x. By
definition, n = 0 corresponds to the ideal of a union of connected components of X
(i.e. an ideal which is zero along its support). For functoriality reasons, the trivial
ideal OX is also considered to be a center which does not admit presentations. We
call it the trivial center.

Remark 2.3.2. (i) The definition is non-local in principle because it postulates
that the same tuple d works along the whole center.

(ii) The vanishing locus of the rounding of J will be called a weighted tube in
the sequel paper [Tem]. It can be viewed as a nilpotent tubular thickening of the
regular subscheme V (J ), which is the source of the terminology.

2.3.3. Global presentations. Furthermore, by a (global) presentation of J we mean
a presentation of the form J = [td], where ti ∈ OX are such that V (t1, . . . ,tn) is
regular of pure codimension n. The latter condition just means that t1, . . . ,tn is
a partial family of parameters along V (t). A global presentation exists in a small
enough neighborhood of any point.

2.3.4. Weighted valuation functions. It will be very useful in the sequel to have an
explicit formally-local description of νJ .

Lemma 2.3.5. Let X be a regular scheme, J = [td] a center with a global presen-
tation, d = (d1, . . . ,dn) and wi = d−1

i for 1 ≤ i ≤ n. For a point x ∈ V (J ) fix an

isomorphism CJt1, . . . ,tnK = ÔX,x, where C = k(x)Jtn+1, . . . ,tmK. Then νJ ,x is a
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valuation on OX,x which extends to the valuation νĴ on ÔX,x and the latter can be
described as follows:

νĴ


 ∑

a∈Nn

cat
a1
1 . . . tann


 = min

a∈Nn| ca 6=0
(a1w1 + · · · + anwn) .

Proof. The formula on the right defines a function ν̂′ on CJtK = Ôx, which is linear
on monomials, and hence easily seen to be a valuation (a so-called generalized
Gauss valuation). Therefore its restriction ν′ onto Ox is also a valuation and we
should prove that it coincides with νJ ,x. Since ν′ is a valuation, for any c ∈ Q≥0

the inequality ν′(f) ≥ c defines an integrally closed ideal Ic ⊆ Ox. Moreover, ν′

is the minimal valuation such that ν′(ti) ≥ wi for 1 ≤ i ≤ n, and hence Ic =
(tcd)nor = [J c] is the minimal integrally closed ideal containing tcd for any c such
that cd ∈ Nn. Unravelling the definition of νJ ,x we obtain that it coincides with
ν′, completing the proof. �

2.3.6. Multiorder. Let J = [td] be a center. If J = OX is trivial its order is set to be
0 and the multiorder is (0). Otherwise, d1 = ord(J ) is called the order of J and the
tuple (d) = (d1, . . . ,dn,∞) = ord(J ) is called the multiorder of the presentation.
In particular, ord(J ) = (∞) if and only if n = 0. Recall also that we always
assume that d1 ≤ d2 ≤ · · · ≤ dn. Of course, the multiorder depends only on J
so the notation is unambiguous, but we postpone the proof until Corollary 2.3.12.
Thus the set of possible multiorders consists of (0) and all increasing tuples in∐
n≥0(Qn>0 × {∞}). We order this set lexicographically and denote it Q.

Remark 2.3.7. An alternative is to consider tuples without the infinity and or-
der them lexicographically with the convention that an initial subtuple of a tuple
is larger. This is the convention chosen in [ATW24]. We will usually use this
convention in the notation and omit ∞ when this cannot cause to confusions.

2.3.8. The invariant. The invariant inv(J ) = (d, V (J )) of J is combined from the
multiorder and the support. We partially order the set of invariants lexicographi-
cally: (d′, V (J ′)) ≤ (d, V (J )) if either d′ < d or d′ = d and V (J ′) ⊆ V (J ). Here
is a first application of this notion.

Lemma 2.3.9. Let X be a regular scheme with nested weighted centers J ⊆ J ′

which locally possess presentations of the same multiorder d. Then J ′ = J if and
only if V (J ) = V (J ′).

Proof. Raising J and J ′ to a large enough power we can assume that the multi-
orders are natural and hence both are ordinary integrally closed ideals. It suffices
to prove that if x ∈ V (J ) ∩ V (J ′), then Jx = J ′

x. Locally formally the isomor-
phism class of a center at x depends only on the multiorder of a presentation, the
residue field k(x) and the dimension dimx(X). This implies that the HS functions
of A = Ox/Jx and A′ = Ox/J ′

x coincide, and hence the surjection A ։ A′ is an
equality. �

2.3.10. Maximal contacts to a center. Now, we will show how to construct presen-
tations inductively. This can be viewed as a maximal contact theory for centers.
In a sense, the situation is the best possible (and natural) one: one can start with
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picking a coordinate t = t1 of maximal possible valuation function, then the restric-
tion JH = J |H onto H = V (t) is a center, and one can simply combine t1 with
any lift of a presentation of JH to X .

Theorem 2.3.11. Let J be a center on X of order d and assume that H = V (t)
is a regular subscheme containing V (J ). Then

(i) νJ (t) ≤ w = d−1 and the equality holds if and only if locally at any point
x ∈ V (J ) there exists a family t1 = t, t2, . . . ,tn of parameters along V (J ) which
gives rise to a presentation J = [td].

(ii) If νJ (t) = w, then JH = J |H is a center on H, and a family t1 = t, t2, . . . ,tn
of parameters along V (J ) gives rise to a presentation J = [td] if and only if the

restrictions ti = tiOH give rise to a presentation JH = [t
d2
2 , . . . ,t

dn
n ].

Proof. All claims can be checked locally at a point x ∈ V (J ), so we can assume
that there exits a presentation J = [td], where d1 = d.

(i) Since t is a parameter at x, its formal decomposition with respect to t involves
a monomial of order one, and then Lemma 2.3.5 implies that νJ ,x(t) ≤ maxi(d

−1
i ) =

w. If J = [td] with t = t1, then d = ord(J ) = d1 and νJ (t) = w. Conversely,
assume that νJ (t) = w. Then Lemma 2.3.5 implies that the formal decomposition
of t with respect to a full system of regular parameters t1, . . . ,tm extending t involves
a non-zero linear term ati with di = d. Switching t1 and ti we can assume that
i = 1 and then t, t2, . . . ,tn is another system of regular parameters. It follows that
we have an inclusion of centers [td, td22 , . . . ,t

dn
n ] ⊆ J , which has to be an equality

by Lemma 2.3.9.
(ii) By (i) locally at x there exists a presentation J = [td] and then JH =

[t
d2
2 , . . . ,t

dn
n ] is a center on H . It remains to prove the lifting claim. So assume

that t′ = (t, t′2, . . . ,t
′
n) is a family of parameters along V (J ) such that JH =

[t
′d2
2 , . . . ,t

′dn
n ]. It suffices to check that νJ (t′i) ≥ wi = d−1

i for 2 ≤ i ≤ n, because

then t′dii ∈ J and hence [t′d] = J by another use of Lemma 2.3.9.
By Lemma 2.3.5 νJ ,x(t′i) is computed from the presentation t′i =

∑
a cat

a as

the minimum of the values of a1w1 + · · · + anwn on non-zero monomials of the
presentation. Reducing this modulo t and applying the same lemma to the obtained

presentation of t
′
i we obtain that wi = νJH ,x(t

′
i) is the minimum of the expressions

a2w2 + · · · + anwn on the monomials which do not vanish on H and hence do not
involve t1. Combining this with the case when a1 > 0 and hence a1w1+· · ·+anwn ≥
w1 ≥ wi, we obtain that νJ (t′i) ≥ wi, as required. �

Any t and H(t) as in the lemma are called maximal contact parameter and
hypersurface of J . They exist locally whenever 0 < ord(J ) <∞.

Corollary 2.3.12. Let X be a regular scheme with a weighted center J = [td11 , . . . ,t
dn
n ].

(i) If J ⊆ J ′ = [t
′d′1
1 , . . . ,t

′d′
n′

n′ ] is inclusion of centers, then d′ ≤ d and V (J ′) ⊆
V (J ), and both equalities hold if and only if J = J ′. In particular, ord(J ) and
inv(J ) are independent of the choice of parameters and hence depend only on J .

(ii) Assume that x ∈ V (J ) and t′ is another regular family of parameters at x.
Then the following conditions are equivalent: (a) t′ gives rise to another presenta-

tion of J at x, and hence Jx = [t′d], (b) t′dii ∈ Jx for 1 ≤ i ≤ n, (c) νJ ,x(t′i) ≥ 1/di
for 1 ≤ i ≤ n.
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Proof. Raising J and J ′ to a large enough power we can assume that the multi-
orders are natural and hence both are ordinary integrally closed ideals. The second
claim of (i) was already proved in Lemma 2.3.9. The inclusion of supports is obvi-
ous, so we should prove that d′ ≤ d. We will use induction on n′ with the case n′ = 0
being trivial. We can work locally at a point x ∈ V (J ′). If d′1 < d1 we are done, so
assume that d′1 ≥ d1. Then the equality holds because d′1 = ord(J ′) ≤ ord(J ) = d1.
Set d = d1 and t = t1 for shortness. Since td ∈ J ⊆ J ′ we have that νJ ′(t) ≥ 1/d
and then by Theorem 2.3.11(i) we can choose another presentation of J ′ so that
t = t′. Furthermore, if H = V (t1), then by Theorem 2.3.11(ii) J |H ⊆ J ′|H are
centers with presentations of multiorders obtained by omitting the first entry. So,
(d2, . . . ,dn) ≤ (d′2, . . . ,d

′
n′) by the induction assumption, and hence d ≤ d′.

The equivalence of (b) and (c) in (ii) follows from the power multiplicativity of
νJ ,x. Condition (b) means that J ′ = [t′d] is contained in Jx, and by the second
claim of (i) this happens if and only if (a) holds. �

2.3.13. Differential calculus of centers. We finish this section with a reinterpreta-
tion of the maximal contact theory in terms of derivations. This provides a relation
to the classical theory of maximal contact and will be essential in order to prove
existence of the canonical center of an ideal.

We will recall the definition of derivations of ideals in §3.1.1 below, but it seems
more natural to include the following lemma in this section. Also, we will only derive

roundings of the centers, but for simplicity we use the notation D(≤i)
X (J ) instead of

D(≤i)
X ((J )). Similarly, the coefficients ideal CX(J ) =

∑d−1
i=0 (D(≤i)

X (J ))
d!

d−i depends
only on the rounding.

Lemma 2.3.14. Let J be a center of an integral order d, then

(i) If t is a parameter along V (J ) and t ∈ D(≤d−1)
X (J ), then t is a maximal

contact to J .
(ii) D(≤i)

X (J ) ⊆ J d−i
d for 0 ≤ i ≤ d− 1, and CX(J ) ⊆ J (d−1)!.

(iii) Assume that t is a maximal contact to J , H = V (t) and ∂ ∈ DX(X) is a
derivation such that ∂(t) ∈ O×

X(X) and f ∈ OX(X). Then f ∈ J if and only if

∂i(f)|H ∈ J d−i
d |H whenever 0 ≤ i ≤ d− 1.

Proof. We can work locally at a point x ∈ V (J ). In particular, we can assume

that J = [td] with d1 = d. It follows from Lemma 2.3.5 that for any f ∈ Ôx one
has that νĴ (∂(f)) ≥ νĴ (f)−w, where w = d−1. Indeed, the lemma implies that it
suffices to check this for a monomial m, and since for any derivation ∇ the element
∇(m) is of the form

∑
i aim/ti we obtain that

νĴ (∇(m)) ≥ νĴ (m) − max
i

(νĴ (ti)) = νĴ (m) − w.

By induction on i we now obtain that νĴ (f) ≥ d−i
d for any f ∈ D(≤i)

X (J ) yielding

the first claim of (ii), and the second claim follows immediately via the formula for
CX(J ). In addition, if t is as in (i), then νĴ (t) ≥ w and hence t is a maximal
contact by Theorem 2.3.11.

Finally, let us prove (iii). The direct implication follows from (ii), so let us prove

the inverse one. Let ÔX,x be the (t)-adic completion. Note that ∂ extends to
(any) formal completion by continuity, and by a classical result, that we recall in

Lemma 2.3.15 below, Ker(∂) = OH, yielding an isomorphism ÔX,x = OH,xJtK.
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In particular, for any f ∈ ÔX,x we view the restriction f ∈ ÔH,x as an ele-

ment of Ker(∂) or as the free term f0 of the Taylor expansion f =
∑∞

i=0 f it
i.

By Theorem 2.3.11, Ĵ = J ÔX,x possesses a presentation [td] with t1 = t and
t2, . . . ,tn ∈ Ker(∂), hence JH := J |H lies in J once one identifies OH,x with

Ker(∂). Now, i!f i = ∂i(f)|H ∈ J
d−i
d

H ⊂ J d−i
d for any i < d. In addition, ti ∈ J i

d

because t is a maximal contact, and hence f ∈ J . �

We have used above the following splitting lemma (which is the induction step
in a splitting theorem of Nagata-Zariski-Lipman, see [Mat89, Theorem 30.1]).

Lemma 2.3.15. Let A be a ring of characteristic zero, t ∈ A an element such that
A is t-adically complete and A = A/tA. If ∂ : A → A is a derivation such that
∂(t) is a unit, then Ker(∂)→̃A and this gives rise to an isomorphism AJtK→̃A. In
particular, AJtK→̃A if and only if there exists a derivation ∂ : A→ A such that ∂(t)
is a unit.

Proof. Set B = Ker(∂). Replacing ∂ by ∂(t)−1∂ we can assume that ∂(t) = 1.
The homomorphism BJtK → A is injective because if ∂(b) = 0 for b =

∑n
i=0 bit

i ∈
BJtK, then

∑∞
i=1 ibit

i−1 vanishes, and hence b ∈ B. Thus, it suffices to prove that

the composed homomorphism B →֒ A ։ A is surjective. This follows from the

observation that for any a ∈ A the element
∑∞
i=0

(−1)i

i! ti∂i(a) lies in B and has the

same image in A as a. �

2.4. Blowings up of centers. We will only need normalized constructions, so we
mainly discuss them. We do not prove anything new in this subsection, and the
construction of weighted blowings up was described, for example, in [ATW24, §3],
while a very thorough study of the subject can be found in [QR22, §3]. So we choose
the fastest root, though with a small change of accents and notation/terminology.

2.4.1. Normalized root stacks. Root stacks were introduced in [Cad07, §2] and
[AGV08, Appendix B]. If X is a normal Artin stack with a Cartier divisor D,

then the root stack X ′ = X [ n
√
D] is the fiber product X×AA, where A = [A1/Gm],

the morphism X → A is the universal morphism induced by D (so that D is the
pullback of the universal Cartier divisor at the origin of A) and the morphism

A → A is the n-th power morphism. By n
√
D we denote the pullback of the origin

under the projection X ′ → A (which is the base change of X → A), so it is an

n-th root of D. In general, the morphism X ′ = X [ n
√
D] → X is non-representable

even when X is a scheme, and (X ′, D′) is the universal X-stack with a fixed n-th
root of D: if g : Y → X is another morphism and DY is such that Dn

Y = g∗(D)

then there exists a factorization Y → X [ n
√
D] → X such that n

√
D pulls back to

DY , and it is unique up to a unique 2-isomorphism, see [Cad07, Definition 2.2] or
[AGV08, Appendix B.2]

The normalization (X ×A A)nor is called the normalized root stack. Since roots
of Cartier divisors are unique on normal schemes, it is characterized by the even
simpler property of being the universal normal X-stack such that the pullback of
D is an n-th power.

Example 2.4.2. If D = (t2) is a square, then X [
√
D]nor = X , while X [

√
D] is

usually non-normal and with a non-trivial stacky structure. This is the case already
when X = Spec(k[t]) and X [

√
D] = [Spec(k[t, x]/(t2 − x2))/µ2] where µ2 switches

x and t.
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2.4.3. Normalized root blowings up. Given a stack X with an ideal J by the nor-
malized root blowing up n

√
BlJ (X)nor → X we mean the composition r ◦ f of the

usual blowing up f : X ′ = BlJ (X) → X along J and the normalized root stack
construction r : X ′[ n

√
J ′]nor → X ′, where J ′ = JOX′ is the exceptional divisor

of f . Combining the universal properties of all these constructions one immedi-
ately obtains that Y = n

√
BlJ (X)nor is the universal normal X-stack such that the

pullback of J is an n-th power of an invertible ideal.

2.4.4. Normalized blowings up of Q-ideals. The universal property implies that
n
√

BlJ (X)nor = mn
√

BlJm(X)nor for any m, and hence the construction extends to

the case when J is a Q-ideal via the same formula n
√

BlJ (X)nor = mn
√

BlJm(X)nor.

Moreover, it follows that n
√

BlJ (X)nor is the universal normal X-stack such that

the pullback of J is an n-th power of an invertible ideal and n
√

BlJ (X)nor =
mn
√

BlJm(X)nor for any m,n ≥ 1. Thus, any normalized root blowing up can be

expressed as a normalized blowing up of a Q-ideal: n
√

BlJ (X)nor = BlJ 1/n(X)nor,
but it will be convenient to play with roots both of the ideal and of the blowing up.

2.4.5. Charts and blowings up. If J = [xa11 , . . . ,x
ar
r ] with ai ∈ 1

mN, one can explic-
itly describe X ′ = BlJ (X)nor via charts. Set yi = xmi ∈ OX , then Y = BlJm(X) is
covered by the charts Yi = SpecX(OX [y1yi , . . . ,

yr
yi

]) and X ′ is covered by the charts

X ′
i = Yi[y

1/m
i ]nor. Here is the only case we will be interested in – blowing up of a

center of a special form:

Example 2.4.6. Assume that X is regular and J = [t
1/w1

1 , . . . ,t
1/wn
n ] is a center

with a global presentation with w ∈ Nn. Then X ′ = BlJ (X)nor is covered by the

charts X ′
i corresponding to t

1/wi

i and one has that

X ′
i =

[
SpecX

(
OX

[
si = t

1/wi

i ,
t1
sw1

i

, . . . ,
tn
swn

i

])
/µwi

]
.

Indeed, it follows from the above description that X ′
i is the normalization of the

righthand side. The latter is easily seen to be a regular stack, hence the normal-
ization morphism is an isomorphism and X ′ is regular.

As a corollary we obtain the following result, which provides a supply of stack-
theoretic modifications we will be using in dream principalization.

Lemma 2.4.7. Assume that X is regular, J is a center of multiorder (d1, . . . ,dn)
and N > 0 a natural number such that wi = N/di ∈ N for 1 ≤ i ≤ n. Then
N
√

BlJ (X)nor is a regular scheme.

Proof. This is covered by the above example applied to the center J 1/N . �

Remark 2.4.8. The lemma can be interpreted as the claim that any blowing up of a
weighted center can be desingularized by a sufficiently large root construction along
the exceptional divisor. Although we will really want to blow up canonical centers
with d−1

i /∈ N, in order to keep regularity we will have to refine this construction
by extracting appropriate roots.
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2.4.9. Strict transforms. As usual, by a strict transform of a closed subscheme Z
under a (normalized) root blowing up X ′ → X along J one means the schematic
closure Z ′ of Z \ V (J ) in X ′. We will only need the following very particular case
which is easily checked using the charts.

Lemma 2.4.10. Assume that X is regular, J is a center with a presentation
J = [td] and N > 0 a natural number such that wi = N/di ∈ N for 1 ≤ i ≤ n.

Let H ′ be the strict transform of H = V (ti) under X ′ = N
√

BlJ (X)nor → X. Then

H ′ = N
√

BlJ |H (H)nor and the ideals of H and H ′ are related by IH′ = J ′1/diIH ,
where J ′ = JOX′ .

2.4.11. Complements. There is a very natural alternative way to do the same con-
struction, which was chosen in [ATW24] but will not be used in this paper: one
associates to a center (or a Q-ideal) J the Rees algebra RJ = ⊕∞

n=0Rn, where
Rn = (J n). Then the (normalized) blowing up along J is defined as the stacky
proj ProjX(RJ ) of the graded OX -algebra RJ whose definition imitates the usual
ProjX but uses the stack theoretic quotient by Gm. It is easy to see that RJ is
normal and one indeed obtains an equivalent definition (and the same charts), but
we refer to [QR22, §3] or [ATW24, §3] for details.

3. Canonical centers via derivations

3.1. Derivations.

3.1.1. Notation. Given a regular scheme X we denote by DX = DX/Q the sheaf of
all absolute derivations (over Q). We will often work with subsheaves of derivations
F ⊆ DX and explicitly state which properties are needed in each claim. By F≤i

we denote the sheaf of differential operators of order at most i generated by F .
Applying it to an ideal I we obtain the i-th F -derivation F≤i(I).

3.1.2. Separating modules of derivations. An OX -submodule F ⊆ DX is called
separating at x if Fx contains enough derivations to separate regular coordinates
t1, . . . ,tn ∈ Ox. Equivalently, the map Fx → (mx/m

2
x)′ is onto, that is, F generates

the tangent space at x.

Lemma 3.1.3. Let X be a regular scheme, t1, . . . ,tn regular parameters at a point
x ∈ X and F ⊆ DX a module of derivations. Then the following conditions are
equivalent:

(i) F is separating at x.
(ii) there exists derivations ∂1, . . . ,∂n ∈ Fx such that ∂i(tj) ∈ δij +mx.
(iii) there exists derivations ∂1, . . . ,∂n ∈ Fx such that ∂i(tj) = δij .

Proof. The first two properties are obviously equivalent. It remains to deduce
(iii) from (ii). Starting with a family (∂1, . . . ,∂n) as in (ii) we want to find linear
combinations ∂′j =

∑
i aij∂i with aij ∈ Ox which satisfy (iii). This amounts to

solving a linear system
∑

i aij∂i(tk) = δjk, that is, to inverting the matrix (∂i(tk)).
By our assumption this matrix is the unit matrix modulo mx, hence it is invertible.

�

Remark 3.1.4. (i) We will denote the derivations in (iii) as ∂i = ∂ti , though this
property does not define them uniquely. Formally locally, such a set defines the

choice of a field of definition k = k(x) →֒ Ôx, on which it vanishes, and once this
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field is fixed, these derivations are indeed the usual ∂t1 , . . . ,∂tn with respect to the

presentation kJtK = Ôx.
(ii) Of course, these conditions have been already considered a long time ago.

For example, see [Mat89, Theorem 30.6] and the weak Jacobian condition after it.

3.1.5. Schemes with enough derivations. We say that a regular scheme X has
enough derivations if DX is separating at any point x ∈ X .

Lemma 3.1.6. If X has enough derivations and Y is a regular scheme of finite
type over X, then Y has enough derivations too.

Proof. Locally we can realize Y as a closed subscheme in Z = AnX . First, Z =
Spec(OX [t1, . . . ,tn]) has enough derivations. Indeed, the submodule of DY gen-
erated by the pullback of DX and the OX -derivations ∂ti generate a separating
module of derivations on Z. Locally on Z we can choose parameters x1, . . . ,xm so
that Y is given by the vanishing of x1, . . . ,xd. Choose ∂i as in Lemma 3.1.3(iii).
Then ∂d+1, . . . ,∂m restrict to derivations on Y and generate a separating family on
it. �

Example 3.1.7. (i) Most regular schemes of a geometric origin have enough deriva-
tions – varieties or schemes of the form Spec(A), where A = Γ(OX) and X is a
regular formal or affinoid variety, or a smooth Stein compact. However, only the
local formal case is critical for our sequel results: each scheme Spec(kJt1, . . . ,tnK)
has enough derivations (e.g. by [Mat89, Theorem 30.8]).

(ii) A simple example of an excellent DVR in characteristic zero, which does
not have enough derivations is described in [Tem11, Example 2.3.5(ii)]: take any
field k of characteristic zero, in k((t)) consider a subfield k(t, x) with the induced
discrete valuation, where x =

∑∞
i=0 cit

i and its derivation ∂t(x) are algebraically
independent over k(t), and take O = k(x, y)∩kJtK to be the corresponding valuation
ring. It is a non-divisorial DVR on k(t, x), and one easily checks that Der(O,O) = 0.
On the other hand, a general theory implies that any DVR containing Q is excellent.

3.1.8. Lifting derivations. Naturally we will want to lift derivations on X to Y , but
there might be an obstacle as one only has the following exact sequence:

0 → DY/X → DY
ψf→ DerX(OX ,OY ).

If ψf is surjective, then we say that f lifts derivations. This property will be needed
in order to prove various functoriality results involving derivations.

Example 3.1.9. The following morphisms lift derivations:

(i) Smooth morphism: this follows from the first exact sequence of derivations.

(ii) A localizationXx = Spec(Ox) →֒ X or a formal completion X̂x = Spec(Ôx) →֒
X : by continuity of derivations.

(iii) A morphism Spec(lJt1, . . . ,tm+nK) → Spec(kJt1, . . . ,tnK): just extend a
derivation by zero to tn+1, . . . ,tn+m and a transcendence basis S of l over
k, and then lift it uniquely through the algebraic extension l/k(S).

Note that for any OX -submodule F ⊆ DX the module f∗F is a submodule of
DerX(OX ,OY ) and we will, in fact, only need to lift elements of f∗F to DY .

Lemma 3.1.10. Assume that f : X ′ → X is regular, F ⊆ DX and F ′ ⊆ DX′

are submodules such that F ′ is mapped onto f∗(F), and I an ideal on X with
I ′ = IOX′ . Then F≤i(I)OX′ = F ′≤i(I ′).
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Proof. Since F≤i(F≤j(I)) = F≤i+j(I), we can assume by induction that i = 1.
Any element of F ′≤1(I ′) is generated by elements of the form b∂(ag) = b∂(a)g +
ab∂(g) with g ∈ I and a, b ∈ OX′ , hence F ′≤1(I ′) ⊆ F≤1(I)OX′ . The opposite
inclusion holds because any derivation ∂ ∈ F lifts to F ′. �

3.2. Maximal contacts and coefficients ideals.

3.2.1. The order and derivations. Order of an ideal is defined formally locally and
in general its global behaviour can be nasty. It is easy to see that it is upper-
semicontinuous on arbitrary qe schemes, but we restrict for now to the case when
X has enough derivations.

Lemma 3.2.2. Assume that X is a regular scheme, I is an ideal on X and F ⊆ DX
is separating, then

(i) ordX(I) is the minimal number d ∈ N such that F≤d(I) = OX (and ordX(I) =
∞ if no such number exists). In particular, ordx(I) is the minimal d such that
F≤d(Ix) = Ox.

(ii) If ordX(I) = d, then the closed set V (F≤d−1(I)) is the maximality locus of
ordI. In particular, ordI is upper semicontinuous.

Proof. The first claim follows from the formal local description of the order and

the facts that the derivations on X extend to Ôx by continuity and for any ti there
exists ∂i ∈ F taking it to a unit. The second claim follows from the local part of
the first one. �

3.2.3. Coefficients ideal. If the order d = ord(I) is finite and positive, then the F-

coefficients ideal of I is defined as usual: CF(I) =
∑d−1
i=0 (F (≤i)(I))

d!
d−i . If F = DX ,

then we will use the notation CX(I).

Lemma 3.2.4. Let X be a regular scheme with a separating sheaf of derivations
F ⊆ DX , let I be an ideal on X with 0 < ord(I) <∞ and let C = CF(I), then

(i) The maximality locus of ordI coincides with V (C). Namely, x ∈ V (C) if and
only if ordx(I) = ordX(I).

(ii) If f : X ′ → X is a regular morphism, F ′ ⊆ DX′ is mapped onto f∗F and
I ′ = IOX′ , then CF ′(I ′) = COX′ .

Proof. The first claim is proved precisely as Lemma 3.2.2(i). The second claim
follows from Lemma 3.1.10. �

3.2.5. Local maximal contact. If 0 < d = ordx(I) <∞, then by a maximal contact

to I at x ∈ X we mean any parameter t ∈ D(≤d−1)
X (Ix) as well as the subscheme

H = V (t) it defines locally at x.

3.2.6. Global maximal contact. By a maximal contact to I we mean an element
t ∈ OX(X) and a hupersurface H = V (t) such that H is a maximal contact to
I at any point x where the order is maximal: ordx(I) = ordX(I). In particular,
H contains the maximality locus of ordI . We warn the reader that H may (and
usually does) contain points y where it is not a maximal contact (or even y /∈ V (I)).
This notion agrees with the local one:

Lemma 3.2.7. If H = V (t) is a maximal contact to I at x, then there exists a
neighborhood U of x such that H |U is a maximal contact to I|U .
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Proof. We have that t =
∑
ai∂i(bi) in OX,x, where ai ∈ Ox, bi ∈ Ix and ∂i are

differential operators of order at most d− 1. Shrinking U we can assume that H |U
is regular, the same formula holds in U and bi ∈ I(U). Since each bi is of order at
least d at any y ∈ U with ordy(I) = d, we have that

ordy(t) ≥ min
i

(ordy(∂i(bi))) ≥ d− (d− 1) = 1.

Thus y ∈ H , and since H is regular at y and t ∈ D(≤d−1)
X (I), we have that H is a

maximal contact at y. �

3.2.8. Restriction to maximal contact. In the theory of maximal contact one wants
to restrict an ideal I to a maximal contact hypersurface. In order not to loose
information one has to take into account all derivations of I or the whole coeffi-
cients ideal. Here is the main incarnation of the principle that when restricting
the coefficients ideal of I to a maximal contact one keeps the essential information
about I. In the sequel, this key lemma will easily imply existence of the canonical
center of an ideal. We say that a center J is I-admissible if I ⊆ J .

Lemma 3.2.9. Let X be a regular scheme, F ⊆ DX a separating sheaf of deriva-
tions, x ∈ X a point, I an ideal on X such that 0 < d = ordx(I) < ∞ and
t ∈ OX(X) with H = V (t) a maximal contact to I at x. Then the order of an
I-admissible center does not exceed d, and a center J of order d is I-admissible if
and only if td ∈ J and CF(I)|H ⊆ J (d−1)!|H .

Proof. Of course, d = ordx(I) ≥ ordx(J ) for any I-admissible center J . Now,
assume that J is a center such that ordx(J ) = d and let us prove the equiva-
lence. Assume first that I ⊆ J . Then t ∈ D(≤d−1)(I) ⊆ D(≤d−1)(J ) and hence
td ∈ J by Lemma 2.3.14(i). In addition, CF(I)|H ⊆ CF(J )|H ⊆ J (d−1)!|H by
Lemma 2.3.14(ii).

Conversely, assume that td ∈ J and CF(I)|H ⊆ J (d−1)!|H . Fix ∂ ∈ F with

∂(t) = 1. Let f ∈ I be any element. Then (∂i(f))
d!

d−i |H ∈ CF(I)|H ⊆ J (d−1)!|H ,

whenever 0 ≤ i ≤ d−1, hence ∂i(f)|H ∈ J d−i
d |H , and thus f ∈ J by Lemma 2.3.14(iii).

�

3.3. Canonical centers via maximal contact.

3.3.1. Maximal and canonical centers. Given an ideal I on a regular stack X , an
I-admissible center J is called maximal if it has the maximal invariant among
all I-admissible centers: inv(J ) > inv(J ′) for any I-admissible center J ′ 6= J .
If, in addition, for any regular morphism X ′ → X with I ′ = IOX′ the pullback
J ′ = JOX′ is either maximal I ′-admissible or trivial, then we say that J is the
canonical I-admissible center and use the notation J = J (I). Thus, canonical
centers are the universally maximal ones.

Remark 3.3.2. (i) We stress that the maximality condition in the definition only
refers to the multiorder and the support of the centers, but not to the inclusion.
For example, if I = (x2 + xy2) on X = Spec(k[x, y]), then both (x) and [x2, y4] =
(x2, xy2, y4) are maximal I-admissible centers with respect to the inclusion, but
[x2, y4] is the maximal center at the origin.

(ii) Maximal centers do not exist in general because even the order function
does not have to be upper semicontinuous. Nevertheless, we will see that canonical
centers exist in a wide range of situations. In particular, the universality condition
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is not too strong. This happens because even when X ′ is pathological (e.g. not qe),
the ideal I ′ is of a special form.

(iii) By the very definition, canonical centers are preserved by regular pullbacks:
if J ′ is non-trivial, then it is the canonical I ′-admissible center. In particular,
they are compatible with localization at point x ∈ V (I), and if X is qe, they are
also compatible with formal completions. Imposing the universality condition in
the definition allowed us, in particular, to ignore the (not so interesting) question
if in pathological (not qe) cases there might exist a maximal center which is not
compatible with localizations.

3.3.3. The synchronization trick. If I = (I1, I2) is an ideal on a regular scheme
X = X1

∐
X2 and J1,J2 are the canonical centers of I1, I2, then the canonical

center of I is either (I1,OX2), or (OX1 , I2), or (I1, I2) – depending on whether
ord(J1) > ord(J2), or ord(J1) < ord(J2), or ord(J1) = ord(J2). We call this
obvious but useful observation the synchronization trick because it is a close relative
of synchronization in the classical resolution, see [Tem12, Remark 2.3.4].

3.3.4. Multiorder of an ideal. If I possesses a canonical center J = J (I), we define
its multiorder to be ordX(I) = ord(J ).

Lemma 3.3.5. Assume that X is a regular scheme with an ideal I of order d
which possesses a canonical center J . Then Jm is the canonical ideal of Im for
any m ∈ N, and J (d−1)! is the canonical ideal of C = CX(I). In particular,

m · ordX(I) = ordX(Im) and (d− 1)! · ordX(I) = ordX(C).

Proof. The claim about Im follows from the observation that a center is I-admissible
if and only if its m-th power is Im-admissible. Furthermore, C ⊆ CX(J ) ⊆ J (d−1)!

by Lemma 2.3.14(ii), hence J (d−1)! is the canonical center of both ideals I(d−1)! ⊆
C. �

3.3.6. The multiorder function. If a point x ∈ V (I) lies in an open substack U such
that I|U possesses a canonical center JU such that x ∈ V (JU ), then we define the
multiorder of I at x to be ordx(I) = ord(JU ), and this is independent of the choice
of neighborhood by the canonicity property. If this condition is satisfied for any
x ∈ V (I), we say that I admits canonical stratification and obtain a multiorder
function ordI : X → Q of I which sends x to ordx(I).

Lemma 3.3.7. Assume that X is a regular stack and an ideal I on X possesses a
canonical stratification. Then the following assertions hold:

(i) I possesses a canonical center J = J (I).
(ii) The function ordI is upper semicontinuous attaining its maximum along

V (J ) and

ordX(I) = ord(J ) = max
x∈X

ordx(I).

(iii) If f : X ′ → X is a regular morphism, then I ′ = IOX′ possesses a canonical
stratification and ordI′ = ordI ◦ f .
Proof. Claim (iii) follows from the universality of the canonical centers. To prove
(i) we choose an open cover X = ∪ni=1Xi such that each Ii = I|Xi possesses a
canonical center Ji. Let d = maxi(ordXi

(Ji)), X ′ =
∐n
i=1Xi and I ′ = IOX′ .

By the synchronization trick, I ′ possesses a canonical center, which is obtained
by keeping all Ji with ord(Ji) = d and replacing each other Ji by OXi . By the
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universality, its pullbacks to X ′ ×X X ′ coincide and hence J ′ descends to an I-
admissible center J whose maximality and universality are checked by descent as
well.

It remains to prove (ii). Of course ordx(I) = d for x ∈ V (J ). Assume that
y /∈ V (J ) and let U be an open neighborhood of y in X \V (J ) such that IU = I|U
possesses a canonical center JU and y ∈ V (JU ). Since (J ,OU ) is the pullback
of J to X

∐
U , we have that d = ord(J ) > ord(JU ) = ordy(I). Thus, the

closed set V (J ) is the maximality locus of ordI . In addition, any y /∈ V (J )
has a neighborhood U as above and in this neighborhood y lies in the closed set
V (JU ), which is the maximality locus of ordIU

= (ordI)|U . So, ordI is upper
semicontinuous. �

Remark 3.3.8. The canonical stratification alluded to in the terminology consists
of the canonical centers Ji = J (I|Xi ) on the open substacks Xi = Xi−1 \V (Ji−1),
where X0 = X . It follows from the lemma that it exists, provides a stratification of
V (I) and is compatible with any base change with respect to a regular morphism.

3.3.9. Maximal contacts flag. By a Cartier flag of length n in X we mean a sequence
H0, . . . ,Hn such that H0 = X and Hi+1 is a Cartier divisor in Hi. Given an ideal
I and a Cartier flag we define the restricted coefficients ideals Ii ⊆ OHi via the
following recursive definition: I0 = I and Ii+1 = C(Ii)|Hi+1 for 0 ≤ i ≤ n− 1.

We will only need the above construction in conjunction with the maximal con-
tact property. Namely, we say that a Cartier flag H0, . . . ,Hn is a maximal contacts
flag to I if each Hi with 1 ≤ i ≤ n is a maximal contact to Ii−1 and In = 0. In
the same manner a family t1, . . . ,tn ∈ OX is called a maximal contacts flag to I if
the induced flag of subschemes Hi = V (t1, . . . ,ti) is a maximal contacts flag to I.

Lemma 3.3.10. If X has enough derivations, I is an ideal on X and x ∈ V (I) is
a point, then there exists a neighborhood U ∋ x such that I|U possesses a maximal
contacts flag.

Proof. One uses induction on the dimension. If Ix 6= 0, then locally at x there exists
a maximal contact element t ∈ D(≤d−1)(I) and one can take t1 = t, H1 = V (t1),
I1 = C(I)|H and apply the induction assumption to H1 and I1. �

3.3.11. The associated center and invariant. Given a maximal contacts flag t =
(t1, . . . ,tn) with restricted coefficients ideals Ii ⊆ OHi we define the associated
center J = Jt(I) with the associated invariant invt(I) = inv(J ) as follows. For

1 ≤ i ≤ n let ei = ord(Ii−1) and di = ei/
∏i−1
j=1(ej − 1)!, and set J = [td] and

ordt(I) = ord(J ) = d. Since the degrees ei are integral, the tuple d of normalized

orders lies in the subset Q1 ⊂ Q consisting of tuples (d1, . . . ,dn) such that the

numbers ei iteratively defined by ei = di
∏i−1
j=1(ej − 1)! are integral (in particular,

d1 = e1 is integral). Note that the set Q1 is well ordered due to a bound on the
denominator of each dj which only depends on di with i < j.

The iterative nature of our construction is encoded in the following result, which
will be useful for inductive proofs and whose proof is just unravelling of definitions.

Lemma 3.3.12. Keep the above notation, then Jt(I) = [td11 ,J
1/(d1−1)!
1 ], where

J1 = J(t2,...,td)(I1).

Remark 3.3.13. (o) Note that dn+1 = ∞ because In = 0, fitting our convention
for the full notation (d1, . . . ,dn,∞) for tuples. This makes even deeper sense in the
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logarithmic analogues, e.g. see [Que22], where In is a not necessarily zero monomial
ideal and its log order is infinite.

(i) One can remove the annoying scaling factors in the lemma by working with
the iterated restrictions of normalized coefficients ideal [C(I)]1/(d−1)!. On the one
hand, this is more natural, but on the other hand in order to use the differential
calculus one will have to raise them to appropriate powers, so it seems that this
does not give anything beyond minor notational convenience.

3.3.14. Independence of the maximal contact. Now we can establish the first main
result of the theory – existence and functoriality of the canonical center, when
there are enough derivations. We say that a regular stack has enough derivations
if it possesses a smooth cover by a scheme with enough derivations. The canonical
center is constructed as the associated center and the main ingredient is to prove
independence of maximal contacts.

Theorem 3.3.15. Assume that X is regular stack with enough derivations and I
an ideal on X, then

(i) I possesses a canonical stratification.
(ii) If X is a scheme and I possesses a maximal contacts flag t = (t1, . . . ,tn),

then the associated center is the canonical one: Jt(I) = J (I).

Proof. First, (ii) easily implies (i). Indeed, if X is a scheme, then one simply uses
that maximal contacts flags exist locally. In general, one uses any smooth cover
U → X of X by a scheme, and uses the universality to conclude that the canonical
stratification for U pulls back to the same canonical stratification on U ×X U with
respect to either projection. This implies that it descends from U to X .

Now, let us prove (ii) By induction we can assume that the assertion holds
true when the length of the maximal contacts flag does not exceed n − 1, and we
will see that the induction step is essentially Lemma 3.2.9. Set t = t1, H = H1,
Jt(I) = [td], V = V (Jt(I)) and t′ = (t2, . . . ,tn), d′ = (d2, . . . ,dn). Set d = ord(I),
then d = ord(Jt(I)) = d1.

Step 1. The center Jt(I) is maximal I-admissible. Assume that J is I-
admissible and inv(J ) ≮ (d, V ). We will show that J = Jt(I) by restricting
to H , using the induction assumption there and lifting the equality on H by
Lemma 3.3.12. Note that ord(J ) = d, and hence by Lemma 3.2.9 t is a maximal

contact to J and I1 = C(I)|H ⊆ J (d−1)!
H , where we set JH = J |H . In addition,

inv(J ) = (d, inv(JH)), so inv(JH) ≮ (d′, V ). Recall that Jt′(I1) = [t′d
′

](d−1)! by

Lemma 3.3.12, and hence [t′d
′

](d−1)! = J (d−1)!
H by the induction assumption applied

to I1. Therefore [t′d
′

] = JH , and by Theorem 2.3.11(ii) we necessarily have that
Jt(I) = [td] = J .

It remains to show that Jt(I) itself is I-admissible. Note that

Jt(I)(d−1)!|H = [td](d−1)!|H = [t′d
′

](d−1)! = Jt′(I1)

is I1-admissible by the induction assumption, and hence Jt(I) is I-admissible by
Lemma 3.2.9.

Step 2. The I-admissible center J = Jt(I) is canonical. We should check
universality with respect to a regular morphism f : X ′ → X such that J ′ = JOX′

is non-trivial. As usual, set I ′ = IOX′ . Assume first thatX ′ has enough derivations
and f lifts derivations. Then this follows from the functoriality of all ingredients:
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maximal contacts and coefficients ideals. Namely, t pulls back to a maximal contacts
flag t′ and J pulls back to Jt′(I ′), which is maximal I ′-admissible by Step 1.

Consider now the general case. Assume that the claim fails, that is, J ′ is not
maximal, and let J ′′ be another I ′-admissible center such that inv(J ′′) ≮ inv(J ′).
Then the same is true if we replace X and X ′ by smooth covers such that f lifts to
a regular morphism between them, so we can assume that X and X ′ are schemes.
Choose a point y′ ∈ X ′ such that J ′

y′ 6= J ′′
y′ . Then νJ ′,y′ 6= νJ ′′,y′ , and hence the

induced centers Ĵ ′
y′ and Ĵ ′′

y′ on the completion X̂ ′
y′ = Spec(ÔX′,y′) are different.

Choose x′ ∈ V (J ′) for synchronization and set X̂ ′ = X̂ ′
y′
∐
X̂ ′
x′ , Î ′ = IOX̂′ ,

Ĵ ′ = J ′OX̂′ and Ĵ ′′ = J ′′OX̂′ . Since inv(Ĵ ′′) ≮ inv(Ĵ ′) and Ĵ ′ 6= Ĵ ′′ the

Î ′-admissible center Ĵ ′ is not maximal.
On the other hand, set x = f(x′), y = f(y′) and X̂ = X̂y

∐
X̂x. Then Ĵ ′ is also

the pullback of J along the composition X̂ ′ → X̂ → X . Even without checking

that the morphism X̂ → X is regular (which is true but non-obvious), we do know
that it lifts derivations by Example 3.1.9(iii), hence t is also the maximal contact to

Î = IOX̂ , and the non-trivial (thanks to the choice of x′) center Ĵ = JOX̂ = Jt(Î)

is maximal Î-admissible by Step 1. Furthermore, the morphism X̂ ′ → X̂ is regular

by Lemma 2.1.3 and it lifts derivations by Example 3.1.9(iii). Therefore Ĵ ′ = Ĵ OX̂′

is maximal Î ′-admissible by the first paragraph of Step 2, and the contradiction
with the conclusion of the previous paragraph concludes the proof. �

3.4. Canonical blowing up. We finish this section with another major result
claiming that the invariant drops after preforming a regularized root blowing up of
the canonical center.

3.4.1. Transforms. If J is an I-admissible center and f : X ′ → X is a root blow-
ing up along J , then by the transform of I under f we mean the pullback of I
divided by the pullback of J (which is an invertible ideal) and use the notation
I ′ = (IOX′)(JOX′)−1. Derivations and coefficients ideal of I should be trans-
formed with appropriate powers of J , so to avoid confusions we will specify them
in notation. The following lemma is a standard basic computation in any modern
resolution argument, but since there is a new subtlety with root blowings up we
provide all details.

Lemma 3.4.2. Let X be a regular stack, I an ideal on X of order d and J an
I-admissible center of multiorder (d1, . . . ,dn) such that d = d1. Assume that N > 0

is a natural number such that wi = N/di ∈ N for 1 ≤ i ≤ n and X ′ = N
√

BlJ (X)nor.
Then

(i) J ′−(d−1)!CX(I) ⊆ CX′(I ′), where J ′ = JOX′ .
(ii) If H is a maximal contact to I and ord(I ′) ≥ d, then ord(I ′) = d and the

strict transform H ′ of H is a maximal contact to I ′.

Proof. Note that J ′1/d = (J ′1/N )w1 is an invertible ideal on X ′. The main ingre-
dient of the proof is that any derivation ∂ ∈ DX induces a meromorphic derivation
on X ′ which may have poles along the exceptional divisor V (J ′), but the pole is

bounded by J ′1/d, that is, J ′1/dD≤1
X ⊆ D≤1

X′ .

This claim can be checked locally, so we assume that J = [td] and work on
the i-th chart X ′

i as described in Example 2.4.6. In (ii) we can also assume that
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H = V (t). It suffices to evaluate ∂ on the OX -generators si = t
1/wi

i and t′j = tj/s
wj

i

with 1 ≤ j ≤ n of OX′

i
, and we have that

∂(si) =
1

wi
s1−wi

i ∂(ti) ∈ J ′−1/d,

∂(t′j) = s
−wj

i ∂(tj) −
wj
wi
s−wi

i t′j∂(ti) ∈ J ′−1/d

because J ′|X′

i
= (tdii ) = (sNi ) and N/d ≥ N/dj = wj for 1 ≤ j ≤ n.

The rest is a formal computation with differential operators. The commutation
rule [∂, f ] = ∂(f) of differential operators ∂ ∈ DX′ and f ∈ OX implies that

J ′ i
dD≤i

X ⊆ D≤i
X′ for any 0 ≤ i ≤ d − 1 and hence J ′−1+ i

dD≤i
X (I) ⊆ D≤i

X′(I ′).
Claim (i) follows by raising both sides to appropriate powers and summing up. By
Lemma 2.4.10 locally on X and X ′ we have that H = V (t) and H ′ = V (t′), where

t ∈ D≤d−1
X (I) and (t) = J ′1/d(t′). But then t′ ∈ J ′−1/dD≤d−1

X (I) ⊆ D≤d−1
X′ (I ′),

and this implies the assertion of (ii). �

3.4.3. The invariant drops. Now we can prove the second main theorem of the
theory of canonical centers. Again, this reduces to a simple inductive computation,

Theorem 3.4.4. Assume that X is regular stack with enough derivations and I
is an ideal on X with nowhere dense non-empty V (I). Let J = J (I) be the
canonical center of X, let d = (d1, . . . ,dn) = ordX(I), let N > 0 be a natural

number such that N/di ∈ N for 1 ≤ i ≤ n, and let f : X ′ = N
√

BlJ (X)nor → X be
the corresponding normalized root blowing up of X along J with the transform I ′

of I. Then ordX′(I ′) < d.

Proof. We will use induction on the length n of the multiorder with the vacuous
case n = 0 taken as the induction base. Since canonical center, multiorder and
normalized root blowings up are compatible with smooth morphisms, we can replace
X by its smooth cover and assume that it is a scheme and I possesses a maximal
contacts flag t. It suffices to show that the multiorder of the coefficients ideal drops:
if C = CX(I) and C′ = J ′−(d−1)!CX(I), where J ′ = JOX′ , then ordX′(C′) <
ordX(C). Indeed, this implies that

(d− 1)! ordX′(I ′) = ordX′(CX′(I ′)) ≤ ordX′(C′) < ordX(C) = (d− 1)! d,

where d = d1 = ordX(I), the equalities follow from Lemma 3.3.5 and the first
inequality holds because C′ ⊆ CX′(I ′) by Lemma 3.4.2(i) below.

To prove the claim about C we will use maximal contact. Set t = t1 for shortness,
then H = V (t) is a maximal contact to I and hence also to C. In addition,
J = Jt(I) = [td] by Theorem 3.3.15(v) and (d − 1)! ordX(I) = (d!, ordH(CH))

by the inductive definition of Jt(I). In particular, ordH(CH) = (d − 1)! d′, where

d′ = (d2, . . . ,dn). Let H ′ be the strict transform of H , then H ′ = N
√

BlJH
(H)nor by

Lemma 2.4.10, where we set JH = J |H . If we view H ′ as N(d−1)!
√

Bl
J

(d−1)!
H

(H)nor

and set J ′
H′ = JHOH′ = JOH′ , then C′

H′ = C′|H′ = J ′−(d−1)!
H′ CH is the transform

of CH and hence ordH′(C′
H′ ) < (d− 1)! d′ by the induction assumption.

Now, assume to the contrary that ordX′(C′) ≥ (d − 1)! d. By Lemma 3.4.2(ii)
below, ordX′(C′) = d! and H ′ is a maximal contact to C′. We claim that this
automatically implies that ordX′(C′) ≤ (d!, ordH′(C′

H′ )), and hence (d − 1)! d′ ≤
ordX′(C′

H′ ), contradicting the conclusion of the previous paragraph. Indeed, any
C′-admissible center K′ with ord(K′) ≥ (d − 1)! d is of order d! and has H ′ as its
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maximal contact, therefore by Theorem 2.3.11(ii) K′|H′ is a center of multiorder at
least (d− 1)! d′, and since K′|H′ is C′

H′ -admissible one obtains the same restriction
from below on ordH′(C′

H′). �

3.4.5. Canonical blowing up. For inductive reasons it was convenient to allow var-
ious numbers N in the above theorem, but in practice we will always want to
take the minimal possible number. So, if X is a regular stack, I is an ideal on
X possessing a canonical center J = J (I) and ord(J ) = (d1, . . . ,dn), then by
the canonical I-admissible blowing up we mean the normalized root blowing up
X ′ = N

√
BlJ (X)nor → X , where N is the minimal positive integral number such

that N/di ∈ N for 1 ≤ i ≤ n.

3.5. Applications. We conclude the paper with a brief indication of the conse-
quences of our main results 3.3.15 and 3.4.4. We do not expand much because
this is done precisely as in [ATW24], and in the sequel paper [Tem] we will first
strengthen these two results to general qe schemes and then deduce the same appli-
cations in the larger generality. So, here we just want to show what can be easily
done already at this stage without developing a finer theory of canonical centers on
qe schemes.

3.5.1. Dream principalization and embedded resolution. By principalization of an
ideal I on a regular stack X0 we mean a sequence of blowings up (normalized, root,
etc.) Xn → · · · → X0 = X and transforms Ii+1 = (Ii)′ such that each fi : Xi+1 →
Xi is Ii-admissible and In = OXn is trivial. In particular, the ideal IOXn is
invertible. If, in addition, each fi depends only on (Xi, Ii), the principalization is
called dream or memoryless.

In the same manner, if one iteratively transforms the closed subscheme Z = V (I)
by strict transforms, and so IZ′ ⊇ I ′ and Zn is regular, than a sequence is called
an embedded desingularization of Z in X . Again, the adjective “dream” is added if
the process is memoryless.

It follows from Theorems 3.3.15 and 3.4.4 and the well orderedness of Q1 that
both dream principalization and embeddeed resolution are obtained just by apply-
ing the canonical blowing up iteratively and transforming the ideal accordingly.
This extends [ATW24, Theorems 6.1.1 and 1.1.1] from varieties to stacks with
enough derivations, and the obtained constructions are functorial with respect to
arbitrary regular morphisms.

3.5.2. Non-embedded resolution. The re-embedding principle from [ATW24, §8.1]
holds for the dream embedded resolution, and one obtains as a corollary non-
embedded resolution of qe stacks that smooth-locally can be embedded into regular
schemes with enough derivations. Independence of the embedding is checked on the
formal level, on which the minimal embedding is essentially unique. This provides
a generalization of [ATW24, §8.1] to a wide range of qe schemes.

3.5.3. Other categories. Given a result for qe schemes which is functorial with re-
spect to regular morphisms, a standard machinery allows to transfer it to the cate-
gories of various analytic spaces and formal schemes, e.g. see [Tem12, §5.2]. More-
over, the excellent rings corresponding to affinoid spaces, Stein compacts and formal
varieties (but not arbitrary qe formal schemes, of course) have enough derivations.
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Therefore, already the results of this paper easily imply that the analogs of Theo-
rems 3.3.15 and 3.4.4 and [ATW24, Theorems 1.1.1, 6.1.1, 8.1.1] hold for analytic
spaces and formal varieties as well.

3.5.4. The classical algorithm. Finally, we note that the classical principalization
algorithm described in [BM08] extends to the generality of schemes with enough
derivations without any changes, and the same argument as was used in the proof
of Theorem 3.3.15 shows that the obtained method is functorial with respect to all
regular morphisms. The method of W lodarczyk, which is based on homogenized
coefficients ideals, can also be extended to schemes with enough derivations, but in
this case independence of the maximal contact should be checked formally-locally
at a point.
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